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Structure of liquid Ga and the liquid-vapor interface of Ga

Meishan Zhao, Dmitriy S. Chekmarev, Zhong-Hou Cai, and Stuart A. Rice
Department of Chemistry and The James Franck Institute, The University of Chicago, Chicago, Illinois 60637

~Received 2 June 1997!

This paper describes a quantitative comparison of the predicted and observed structure in the liquid-vapor
interface of a metal. We report the results of a theoretical study of the structure of the liquid-vapor interface of
Ga, based on self-consistent quantum Monte Carlo simulations using a pseudopotential representation of the
electron-ion and the ion-ion interactions. The single-particle density distribution along the normal to the
interface is predicted to display stratification, with a spacing of about an atomic diameter and the amplitude of
the density oscillations decaying to zero after about a four-layer penetration into the bulk liquid. The pair
structure function in the plane of the liquid-vapor interface is predicted to be essentially the same as that in the
bulk liquid. The qualitative and quantitative character of these predictions are in very good agreement with the
results of recent experimental studies.@S1063-651X~97!08912-5#

PACS number~s!: 68.10.2m
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I. INTRODUCTION

The difference between the structure of the liquid-vap
interface of a simple dielectric liquid, such as Ar, and that
a simple liquid metal, such as Cs, can be interpreted a
consequence of the way spheres pack in the different ef
tive fields in the two interfaces@1–4#. The key elements in
this interpretation are the realization that a gradient in
single-particle density along the normal to the interfa
which we call the longitudinal density distribution, is su
ported by a one-body effective force acting on the molecu
in the interface and that that force can, in dielectrics a
metals, vary slowly or rapidly on the scale of the molecu
diameter. In the case of a dielectric, the effective interm
lecular pair potential is, to a very good approximation, ind
pendent of the molecular density, so does not vary across
liquid-vapor interface; the one particle force that arises fr
the variation of the average energy per molecule with den
varies slowly across that interface. It then follows that t
liquid-vapor interface will have the monotone longitudin
density distribution characteristic of the packing of sphe
in a slowly varying external potential. In contrast, in the ca
of a liquid metal the effective ion-ion potential is strong
electronic density dependent. It is found@5–15# that in this
case the energy per ion varies very rapidly across the liq
vapor transition zone, generating a strong short-ranged
particle retaining force. Consequently, the longitudinal d
sity distribution is characteristic of the packing of spheres
a strongly varying external potential, e.g., like the oscillato
density distribution of a hard-sphere liquid adjacent to
smooth hard wall. The qualitative features of the longitudi
density distributions in the liquid-vapor interfaces of diele
trics and metals have been confirmed experimentally. T
paper is concerned with a quantitative comparison of
predicted and observed structure of the liquid-vapor interf
of Ga.

The prediction that the liquid-vapor interface of a meta
stratified for several layers was made by D’Evelyn and R
@6–8#, for Na and Hg, based on self-consistent quant
Monte Carlo simulations using the pseudopotential repres
tation of the ion-ion and electron-ion interactions. Sub
561063-651X/97/56~6!/7033~10!/$10.00
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quent calculations led to similar predictions for the longit
dinal density distributions in the liquid-vapor interfaces
Cs and Mg and showed that the predicted stratification
robust with respect to many features of the pseudopoten
employed. Although there was experimental evidence t
provided weak confirmation of the general character of
predicted longitudinal density distribution in the liquid-vap
interface of a metal@16# as early as 1984, strong evidence f
the predicted behavior of that distribution was provided
Pershan and co-workers@17–20# from x-ray reflectivity stud-
ies of Ga and Hg. One of the major purposes of this pape
to use these recently obtained data to provide a quantita
test of the accuracy of the theoretical approach of Rice
co-workers@5–15,21,22# by a comparison of the predicte
and observed structure of the liquid-vapor interface of G

The pioneering simulation of the structure of the liqui
vapor interface of Hg, by D’Evelyn and Rice@6–8#, was
based on the study of a small free cluster of atoms an
local electroneutrality approximation. These investigat
also used a semiempirical ansatz to allow for a metal
nonmetal transition in the inhomogeneous liquid-vapor tr
sition region. Because of the use of these approximations
the very small size of the simulation sample, we believe
results of the D’Evelyn-Rice calculations can only provide
qualitative or semiquantitative description of the structure
the liquid-vapor interface of Hg.

The approximations originally used by D’Evelyn an
Rice were removed in later theoretical developments by R
and co-workers@9–15#. Once a particular form for the
pseudopotential is accepted, the self-consistent quan
Monte Carlo simulation provides the exact Bor
Oppenheimer level representation of the electron and
density distributions in the liquid-vapor interface of th
metal. Of course, the representations of the pseudopote
and its rate of change with electron density incorporate
proximations, so the results of the computer simulatio
must be tested against experimental data to verify the a
racy of those approximations. Prior to the work reported
this paper, the most accurate prediction of the structure of
liquid-vapor interface of a metal concerned Cs. By use of
words ‘‘most accurate’’ we mean that the pseudopoten
7033 © 1997 The American Physical Society
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representation of the properties of alkali metals has been
ficiently tested against the properties of the solid and liq
phases of these elements that one can have considerable
fidence in the quality of the representation. However, th
are no experimental data yet available concerning the c
acter of the longitudinal and transverse atomic distributio
in the liquid-vapor interface of Cs or any other alkali met
When, in 1989, Ga became a vehicle of choice for the
perimental study of the liquid-vapor interface of a metal,
initiated a parallel theoretical study. That study has prove
be very challenging because of the complex character of
uid Ga.

Most metals have both a crystal structure and a liq
structure determined primarily by the constraints defining
packing of spheres at the appropriate density, and for m
metals, as for most of the dielectrics, the crystalline phas
denser than the liquid phase. These simple rules do not a
to Ga. The structure of crystalline Ga just below the melt
point at 29.78 °C is very different from that of other meta
the unit cell, which is orthorhombic with lattice constantsa
54.5103 Å,b54.4861 Å, andc57.6463 Å, contains eigh
atoms@23,24#. The atoms are paired so as to form psudo
atomic molecules in the sense that each Ga atom has
very close neighbor at 2.44 Å and six other neighbors, the
selves paired as in diatomic molecules, at distances ran
from 2.71 to 2.79 Å. The pseudodiatomic molecules are
ranged in planes. It has been argued that this crystal struc
is consistent with the properties of the Ga electron-
pseudopotential@25#. The argument makes use of the dist
bution of locations in reciprocal lattice space of the Br
liouin zone planes that just bound the Fermi sphere, rela
to the location of the smallest-wave-number zero of the p
of the pseudopotential that represents the energy of the e
tron gas in the crystal potential; these relative locations
so distributed that there is destabilization of the symme
face-centered-cubic~fcc!, body-centered-cubic~bcc!, and
hexagonal-close-packed~hcp! lattices relative to the ob
served lattice structure. Similarly, the structure function
liquid Ga differs from that characteristic of simple liqu
metals, such as Na and Cs, in having a prominent shou
on the high-wave-number side of the first peak@26–28#.
There is a corresponding asymmetry in the shape of the
peak of the pair-correlation function. It is argued by som
@29# that the shoulder in the first peak of the structure fu
tion is an averaged response to the same feature in the
pseudopotential that leads to the complicated atomic pac
in the crystalline state. It is argued by others@30# that the
anomaly in the structure of liquid Ga is associated with
change in the curvature of the effective pair potential in
vicinity of the near-neighbor separation; a symmetric fi
peak in the pair-correlation function is attributed, by the
investigators, to monotone curvature of the effective pair
tential in the vicinity of the near-neighbor separation.

We also note that, since liquid Ga is denser than crys
line Ga, the density in the liquid-vapor transition zone m
at some point have the same value as in the solid. Given
the structure of solid Ga clearly displays pseudodimeriza
of atoms and anisotropic ordering of the pseudodimers,
given the interpretation of the shoulder in the structure fac
of liquid Ga as the response to the same forces that define
unusual crystal structure, the longitudinal and transve
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atomic distributions in the liquid-vapor interface of Ga cou
differ somewhat from those of simple metal for which th
liquid is less dense than the solid@31#. The results of our
calculations show that the predicted longitudinal and tra
verse density distributions in the liquid-vapor interface of G
are similar to those for other metals; we also show that th
distributions are in excellent agreement with the availa
experimental data.

II. OVERVIEW OF THE METHOD OF CALCULATION

As in our previous work@5–15#, the analysis of the struc
ture of the liquid-vapor interface of Ga reported in this pap
is based on the pseudopotential theory of metals. In
theory the interaction between the delocalized electrons
the ions is represented by a nonlocal potential that takes
count of the requirement that the states of the delocali
electrons are orthogonal to the states of the core electr
For convenience in the calculations of the energy of
metal, it is a common practice to first model the positive i
distribution as a ‘‘jellium’’ ~with a defined liquid-vapor den
sity profile! in which free electrons move and then to accou
for the effects associated with the discrete nature of the p
tive ions by use of second-order perturbation theory. In t
representation the Hamiltonian of the liquid metal withN
ions is given by

H5(
i 51

N F pi
2

2m
1(

j , i
feff„R;ne~r !…G1U0„r0~r !,ne~r !…,

~2.1!

where pi is the momentum of ioni with massm, R5uRi
2Rj u is the distance between ion coresi and j , r is a point
in the system at which the electronic density isne(r ) and the
ion density isr0(r ), feff„R;ne(r )… is the effective interaction
potential between ionsi and j , andU0„r0(r ),ne(r )… is the
so-called structure-independent part of the potential ene
We note thatU0„r0(r ),ne(r )… is a functional of the ion den-
sity distribution, which, in this representation, contains t
electronic kinetic energy, the electrostatic energy of the s
tem, the exchange-correlation energy, and the first-order
turbation theory contribution to the energy from the electro
discrete ion pseudopotential.

The effective ion-ion interaction potentialfeff„R;ne(r )…
can be shown to have two components, namely, the scre
direct interaction between ions with effective valencez* and
the indirect interaction, the so-called band structure ene
which arises from the second-order term in the perturba
theory representation of the electron-ion pseudopotentia
a homogeneous fluid with electronic densityne(r ) this effec-
tive potential is given by

feff~R!5
~z* !2

R H 12
2

p E
0

` FN~q!sin~qR!

q
dqJ 1W~R!.

~2.2!

In Eq. ~2.2!, FN(q) is the normalized energy wave-numb
characteristic function, which depends on the atomic volu
of the metal but not on the structure of the liquid, andW(R)
is the contribution to the energy arising from the core pol
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56 7035STRUCTURE OF LIQUID Ga AND THE LIQUID- . . .
ization and the core-core repulsion. We note thatW(R) is
usually small relative to the other contributions to the e
ergy.

We have used the expression

FN~q!5
V2q4

16p2~z* !2 H @12«~q!#~v11v2!2

«~q!

12g~q!(v11v2)1«~q![g~q!] 21h~q!J ,

~2.3!

due to Shaw@32#, to calculateFN(q). In Eq. ~2.3!, V is the
atomic volume,«(q) is the wave-number-dependent Hartr
dielectric function,g(q) is the nonlocal screening function
h(q) is a nonlocal bare pseudopotential contribution of
second order, andv1524pZ/Vq2 and v254pZ̄/Vq2 are
the local potential contributions arising from the valen
chargeZ and the depletion hole chargeZ̄. The Hartree di-
electric function is given by

«~q!511
1

2pkFh2 F11
12h2

2h
lnS U11h

12hU D G , ~2.4!

with kF the Fermi wave number andh5q/2kF . The nonlo-
cal screening functiong(q) is defined as

g~q!5
4

p2q2«~q!
E

k<kF

f ~k,q!

k22uk1qu2
dk ~2.5!

andh(q) as

h~q!5
4

p2q2 E
k<kF

u f ~k,q!u2

k22uk1qu2 dk, ~2.6!

while the nonlocal contribution to the bare pseudopoten
Vps

ion is

f ~k,q!52N^k1quVps
ionuk&. ~2.7!

A more detailed description of the pseudopotentialVps
ion will

be given in Sec. III.
As already indicated,U0„r0(r ),ne(r )… is the sum of the

electronic kinetic energyTe , the electrostatic energy of th
systemEelec, the exchange-correlation energyExc , and the
first-order perturbation theory contribution to the ener
from the electron-discrete ion pseudopotentialEps, i.e.,

U0„r0~r !,ne~r !…5Te1Eelec1Exc1Eps. ~2.8!

We have calculated the electronic kinetic energy usin
local-density approximation with density gradient corre
tions. Specifically, we set

Te5EFT1EW1EK , ~2.9!

where

EFT5
3~3p2!2/3s

10 E
0

`

dz@ne~r !#5/3 ~2.10!

is the Fermi-Thomas uniform density approximation to t
kinetic energy@33# for a liquid metal with surface areas,
-

e

l

a
-

EW5
s

72 E0

`

dz
u¹2ne~r !u

ne~r !
~2.11!

is the von Weisacker form for the first density correction
the kinetic energy of the inhomogeneous electron gas@34#,
and

EK5
s

540~3p2!2/3 E
0

`

dzH @ne~r !#1/3F S ¹2ne~r !

ne~r ! D 2

2
9

8 S ¹2ne~r !

ne~r ! D S “ne~r !

ne~r ! D 2

1
1

3 S “ne~r !

ne~r ! D 4G J 2

~2.12!

is the Kirzhnits form for the second-order gradient correct
to the kinetic energy of the inhomogeneous electron gas@35#.
The first term in Eq.~2.12! is the linear-response theory con
tribution to the kinetic energy associated with the four
order term in the gradient of the density, while the last tw
terms are the nonlinear-response contribution to the kin
energy associated with the gradient of the density. It is
derstood that the gradient corrections to the electron kin
energyEW andEK are valid in the limit of small gradient in
the density of electron gas, i.e., when the electron gas den
is slowly varying on the scale of the atomic diameter. Fro
the results of the calculations reported in this paper, we fi
that this condition is satisfied over most of the liquid-vap
interface of Ga, despite the variation of the ion core dens
in the interface.

The electrostatic energy of the system, which arises fr
the difference between the electron and ion density distri
tions in the liquid-vapor interface transition zone, can
represented in the form

Eelec522psE
0

`

dzE
0

`

dz8@r0~z!r0~z8!

2ne~z!ne~z8!#uz82zu, ~2.13!

wherer0(z) is the longitudinal ion charge density distribu
tion function andne(z) is the longitudinal electron charg
density distribution function. We have calculated t
exchange-correlation contribution to the energy using the
mogeneous electron gas method proposed by Vosko, W
and Nusair@36#, with the density gradient correction pro
posed by Langreth and Mehl@37#, i.e.,

Exc52sE
0

`

ne~z!«xc„ne~z!…dz, ~2.14!

where«xc„ne(z)… is the integration kernel for the exchang
correlation energy including the gradient corrections. The
tal contribution of the electron-ion pseudopotential to t
electronic energy of the system can be written as

Eps5sE
0

`

dz r0~z!«ps„ne~z!…, ~2.15!

with «ps„ne(z)… the ionic pseudopotential function, which
given by
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«ps5
3

kF
2 E

q<kF

f ~q,q8!q2dq2
1

p E
0

`

dq$r2@M ~q!#2

2~z* !2FN~q!%2
2p~z* !2

V
lim
q→0

S 12FN~q!

q2 D ,

~2.16!

where f (q,q8) is the nonlocal bare electron-ion pseudop
tential matrix discussed before andM (q) is the Fourier
transform of the depletion hole density.

In order to calculate the energy of an inhomogeneous
uid metal using the representation discussed above we
know both the ionic density and the electronic density dis
butions as a function of distance normal to the liquid-vap
interface. For the ionic density distribution we adopt t
parametric ‘‘jellium’’ representation proposed by Rice a
co-workers@5–15#, namely,

r~z;z0 ,b!5
rb

11expH uzu2z0

b J , ~2.17!

where z0 is the position of the surface andrb is the bulk
density that is related toz0 and the parameterb by

rb5
N

2sH z01b lnF11expS 2z0

b D G J , ~2.18!

which guarantees that the liquid density has the bulk va
far from the liquid-vapor interface. Usually the Gibbs divi
ing surface is located atz0 . The density profile parameterb
characterizes the rate at which the bulk density falls to
vapor density through the surface transition zone. Bothz0
andb are determined by the ionic configuration. Given E
~2.18! for the positive jellium distribution, the electron den
sity distribution can be determined by solving the Koh
Sham@38# equation, which, for the present case, is identi
to the one-dimensional Schro¨dinger equation

F2
\2

2m

d2

dz2 1Veff~z!Gcn~z!5«ncn~z!, ~2.19!

whereVeff(z) is an effective potential that includes the inte
action of an electron with the ionic background and t
exchange-correlation potential. Because the electron den
falls to zero rapidly outside the jellium distribution, it is
good approximation to treat the electronic system
bounded inz; this is accomplished by settingne(z)50 at a
fairly large distancez5a outside the jellium distribution,
which in turn is accomplished by including inVeff(z) an in-
finite hard-wall potential located atz56(z01a). The
Kohn-Sham equation must be solved self-consistently s
the eigenvector soughtcn(z) is used in the construction o
Veff(z); this process is iterated until convergence is achiev

All of the preceding refers to the calculation of the ele
tronic energy and the effective ion-ion interaction associa
with a particular ionic configuration in the inhomogeneo
liquid metal. Of course, in the system of interest to us
ions are mobile and a suitable average over all allowed io
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configurations must be calculated in order to determine
longitudinal and transverse density distributions in t
liquid-vapor interface. As will be described below, using t
formalism sketched above, an assumed initial jellium dis
bution is used to generate an electronic density distribu
from which the ion-electron pseudopotential and effect
ion-ion interaction potentials are calculated. These initial j
lium distributions are then used in a Monte Carlo simulati
of the inhomogeneous liquid-vapor system. Since e
Monte Carlo step changes the ion distribution, it al
changes the electronic density distribution and hence the
electron pseudopotential and the effective ion-ion inter
tion; this effect is particularly important in the inhomog
neous liquid-vapor transition zone. Accordingly, when t
ion distribution is changed, the electron distribution is rec
culated to be consistent with the new ion distribution; th
procedure is continued until the Monte Carlo simulation co
verges.

III. DETAILS OF THE CALCULATIONS

The pseudopotential analysis of the electronic energy
metal is not unique@39–42#; different choices for the repre
sentation of the influence of the core states of the ions lea
different pseudopotentials. For the calculations reported
this paper we employed the energy-independent mo
pseudopotential proposed by Woo, Wang, and Matsu
@41,42#, as successfully applied to the study of simple met
by Harris, Gryko, and Rice. This pseudopotential is given

Vps
ion~r !5(

l
@V̄l~r !1D l #u l &^ l u, ~3.1!

with

D l5@V1l~r !1V̄l~r !#uR1l&^R1l u, ~3.2!

where V̄l(r ) is an average of the pseudopotential, for ea
angular momentuml , over all states other than the first va
lence state,uR1l& is the radial part of the wave function fo
the stateu1l &, and u l & is a simple projection onto the stat
with angular momentuml . For the present calculation th
model pseudopotential takes the form

V1l~r !5H 2B1l1
Zl

r
, r ,Rl

2Z

r
, r ,Rl ,

~3.3!

whereB1l ,Zl ,Rl are parameters andZ is the valence of the
ion. The stateu1l & is separated into radial and angular par
such that

^xu1l &5CR1l~r !Ylm~u,f!, ~3.4!

where R1l(r )5r 21y1l(r ), C is a normalization constant
Ylm(u,f) is a spherical harmonic function, and the rad
part of the wave function is given by the regular and irreg
lar Whittacker functions
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y1l~r !5H M n,l 11/2~2lr !, r ,Rl

Wn0 ,l 11/2~2l0r !, r .Rl .
~3.5!

The parameters that appear in Eq.~3.5! are related by

l05~22E1l !
1/2,

n05Zl /l0 ,
l5@22~E1l1B1l !#

1/2,
n52Zl /l, ~3.6!

with E1l the spectroscopic term energy@43# of the stateu1l &.
We have extracted the values of the other independent p
rameters pertinent to our calculation from the work of Shaw
@40#; the values of these parameters are listed in Table I.

We show in Fig. 1, for homogeneous fluid Ga at severa
electron densities, the normalized wave-number character
tic function FN(q). The small ‘‘kink’’ near q52kF , which
is found in the corresponding functions for many other liquid
metals, is a signal of the logarithmic singularity atq52kF in
the Hartree static dielectric function.

Figure 2 shows the effective ion-ion pair interaction po-
tential in liquid Ga, calculated using theFN(q) displayed in
Fig. 1. Clearly, the Ga-Ga interaction is rather short ranged
except for the small-amplitude oscillating tail, which is a
characteristic feature of the effective ion-ion pair potential in
a metal.

The calculations of the effective ion-ion interaction and
the energy wave-number characteristic function for Ga dis
played in Fig. 1 were carried out for homogenous fluid Ga
with different bulk densities. The liquid-vapor interface of
the metal is, of course, an inhomogeneous region in whic
both the electron and ion densities vary with respect to po
sition normal to the liquid-vapor interface. In this paper, as

TABLE I. Ion pseudopotential parameters~a.u.! for liquid gal-
lium. r max is the maximum value ofr in the radial function.

l E1l Rl B1l r max

0 1.128 602 3 1.941 040 1.546 509 35.0
1 1.105 059 8 0.534 974 4.344 044 45.0
2 0.472 135 7 2.023 584 0.335 127 55.0

FIG. 1. Normalized wave number characteristic functionFN(q)
for liquid Ga at ion densities 0.033 74, 0.051 23, and 0.096 4
atoms/Å3 @see Eq.~2.3!#.
a-

l
is-

,

-

h
-

in our earlier papers, we have calculated the effective ion-
interaction in the inhomogeneous liquid-vapor interface
ing a local-density approximation to the electron dens
namely,

feff~R!5fHS R;
1

2
@ne~r i !1ne~r j !# DexpS 2

R

Rion
D ,

~3.7!

whereRion is the radius of the Ga pseudoion and the exp
nential factor is used to account for the effect of mixing
the energy levels of the valence electrons and the electron
the inner shells.

It is impractical to repeat the calculations of the effecti
ion-ion interaction for every move of the ions in the Mon
Carlo simulation procedure. Before the start of the simu
tion we computed, for several electron densities rang
from somewhat below to somewhat above the bulk den
of liquid Ga, the effective ion-ion interaction potential. Du
ing the simulation the interaction between a particular pair
ions was obtained from a rational functional interpolation
the given electron density, using the precalculated data b

The model system for the simulations consisted of a s
of 1024 ions and 3072 electrons, with two free surfaces
the positive- and negative-z directions ~normal to the two
liquid-vapor interfaces! and periodic boundary conditions i
the x andy directions. In fact, periodic boundary condition
were also applied in thez direction, but at distances so fa
from the liquid-vapor interfaces that the description of tho
interfaces as free is also valid. The dimensions of the sim
lation slab wereL03L032L0 in the x, y, andz directions,
so that the area of each liquid-vapor interface iss5
L03L0 . L0 was chosen such that the average density of i
in the slab matched the density of liquid Ga at the simulat
temperature. The center of mass of the simulation sys
was located atz50 and at the origin of the coordinates. Th
total depth of the slab was 14 layers~each about an atomic
diameter in thickness!, so that the depth of one side of th
slab was 7 layers. Since the coherence length of the
correlation function is only of order 3 atomic diameters, th

0

FIG. 2. Effective ion-ion pair interaction potential in liquid G
calculated from the pseudopotential using the normalized w
number characteristic functionFN(q) displayed in Fig. 1, at a den
sity of 0.051 23 atoms/Å3. a0 is the Bohr radius.
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7038 56ZHAO, CHEKMAREV, CAI, AND RICE
depth is great enough to ensure that the liquid-vapor in
face sits atop bulk liquid Ga. The initial ion configuratio
was generated by placing the particles at random posit
within the boundaries of the slab, subject to the constra
that no ion-ion separation was less than 5a0. The trial con-
figurations were generated by randomly displacing a sele
ion; the magnitude of the ionic displacement was chose
lead to convergence to equilibrium with a reasonable ove
acceptance ratio for the trial configurations. For each ins
taneous ionic configuration we determined the parameterz0
andb @see Eq.~2.17!#, describing the ion distribution alon
thez direction using the discrete moment method introduc
by Harris, Gryko, and Rice@9#. Then, using this jellium dis-
tribution, we solved the Kohn-Sham equation and there
obtained the electron density distribution along thez axis.

For each configuration of the ions the electronic densit
a function of z, z0 , and b and the structure independe
energyU0 is a function ofb and the liquid bulk densityrb .
It is convenient to think ofU0 for the inhomogeneous syste
of interest as the formal sum of the structure-independ
energy of a homogeneous system with densityrb and the
structure-independent, but density-dependent, energy di
ence between the homogeneous system with densityrb and
the inhomogeneous system. Then the first term in this for
sum has an invariant value during the Monte Carlo simu
tion, while the second term gives the surface energy of
reference jellium distribution. It should be noted thatz0 is
allowed to vary during the course of the simulation to perm
relaxation of the density distribution in the liquid-vapor tra
sition region to its equilibrium form; the variation ofz0 is
constrained by the requirement that the center of mass o
slab be invariant. Even with the limited number of ions
our simulation sample, the number of ions in the homo
neous liquid-vapor interface is a very small fraction of t
total number of ions, so changes in the interface structure
not affect the ion and electron density distributions in t
bulk liquid, with the consequence that the surface energ
the system is a function of the parameterb only.

Prior to starting the Monte Carlo simulation we obtain
self-consistent solutions to the Kohn-Sham equation and
electron density distributions for 40 evenly spaced values
b in the range fromb50 to 1.95a0. We show in Fig. 3 the
variation ofne(z) with respect to the change in shape of t
positive ion jellium distributionr(z). Because the electroni
density of liquid Ga is large, even whenr(z) is discontinu-
ously truncated to form an interface with zero width the Fr
del oscillations of the electron density are quite small. Asb
increases the liquid-vapor interface width increases and
electron longitudinal density distribution approaches the
lium longitudinal density distribution; in the limit that th
liquid-vapor interface is very broad the electron and the
lium distributions coincide. The difference between the el
tron density and jellium density distributions in the liqui
vapor interface is dominated by the competition betwe
achievement of local electroneutrality and avoidance of
cess kinetic energy associated with increasing the curva
of the electron wave function.

We show in Fig. 4 the contributions to the surface ene
of the Ga liquid-vapor interface, as a function of the interfa
width parameterb, arising from the kinetic energy, the ele
trostatic energy, the exchange-correlation energy, and
r-
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electron-ion pseudopotential interaction. The surface ene
including the pseudopotential contribution is illustrat
in Fig. 5, which displays the total surface energy as a fu
tion of b. It is the pseudopotential contribution that is r
sponsible for the rapid increase in the surface energy w
b.0.4a0

FIG. 3. Normalized longitudinal electronic density profi
ne(z)/ne,bulk ~....! and the normalized jellium longitudinal densit
distributionre(z)/rbulk ~—!: ~a! b50.1a0, ~b! b51.0a0, and~c!
b52.0a0
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For convenience, we calculated and tabulated the sur
energy as a function ofb for the experimental value of th
bulk density in order to make a proper comparison of o
calculations with experimental data. During the simulatio
the surface energy is obtained by interpolation from the
of tabulated values for any desired value ofb. In all the
calculations reported we have carried out more than 12
Monte Carlo passes, with each pass consisting of 1000 i
configurations. All the results reported in this paper we
determined by calculations using the last 8000 passes.

The pair-correlation function in a thin slice parallel to th
interface in thex-y plane is calculated from a histogram
the separations of all pairs of particles in that slice. T
normalized pair-correlation function is given by

g~r !5S VT

VS
D S 2N~r ,Dr !

NT
2 D , ~3.8!

FIG. 4. Contributions to the surface energy as a function of
longitudinal positive ion jellium density width parameterb. From
top to bottom: the kinetic energy contribution~111!, the
exchange-correlation energy contribution~LLL!, and the electro-
static energy contribution~hhh!.

FIG. 5. Total surface energyU0„r(rW,ne(rW)…, as defined in Eq.
~1!, as a function of the longitudinal positive ion jellium densi
distribution width parameterb. For a given width parameterb, the
densitiesr(rW) and ne(rW) that appear inU0„r(rW),ne(rW)… are those
displayed in Fig. 3.
ce
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et
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e

where NT is the total number of particles in the slice
N(r ,Dr ) is the average number of pairs of particles within
distance betweenr and (r 1Dr ) in the slice,VT is the total
volume of all the particles in the slice, andVS is the average
volume of the intersection of the spherical shell betweer
and (r 1Dr ) and the thin slice.

IV. DISCUSSION

Bellissent-Funel, Chieux, Levesque, and Weis,@44# have
reported the structure factor of liquid Ga, determined by n
tron scattering atT5326 and 959 K and densities 0.0525 a
0.0490 atoms/Å3. Narten@28# has reported the structure fac
tor of liquid Ga, determined from x-ray- and neutro
diffraction data, atT5293 K. Since the densities of liquid
Ga at 293 and 593 K differ very little, we have compared t
results of our calculations with data obtained from both e
periments. To illustrate the insignificance of the temperat
dependence of the structure factor of liquid Ga in the te
perature range mentioned, we have carried out simulation
the pair-correlation function of bulk liquid Ga at variou
temperatures. These results, which are displayed in Fig
show that the differences between the pair-correlation fu
tions at 293, 393, and 593 K are not observable within
precision of our calculations.

There are three sets of experimental data with which
calculations can be compared.

We show first, in Fig. 7, the calculated and observed p
correlation functions of bulk liquid Ga. We note that th
positions of the peaks and troughs of the calculated and m
sured pair-correlation functions are very nearly the sam
Indeed, all the major features of the pair-correlation funct
of liquid Ga, including the asymmetry in the shape of t
first peak and a flat shoulder on the large pair separation
of the second peak, are successfully reproduced.

A more sensitive test of our calculations is the predicti
of the transverse pair-correlation function in the liquid-vap
interface. We show in Fig. 8 a comparison of the result
obtained from the calculations reported in this paper and
experimental data of Flomet al. @45,46#. Our calculations
reproduce the important finding that the transverse p

e
FIG. 6. Pair-correlation functions of bulk liquid Ga at a dens

0.051 23 atoms/Å3 and temperaturesT5273, 373, and 573 K.
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7040 56ZHAO, CHEKMAREV, CAI, AND RICE
correlation function in the liquid-vapor interface of a metal
essentially the same as that in the bulk liquid, despite
difference in local ion core density and the nonuniform d
tribution of the ion cores along the normal to the interfac

The most sensitive test of our calculations, and the on
most interest to us, is the prediction of the longitudinal de
sity distribution. The longitudinal density distribution of th
ions was obtained from a histogram of the distance betw
a particle and the center of the mass of the slab; the den
profiles in the1z and2z directions were averaged to obta
the reported density distribution. Anticipating the resu
found, we also have calculated the single-particle den
distribution in the plane of the liquid-vapor interface. A
shown in Fig. 9, the latter distribution is featureless, desp
the fact~to be demonstrated below! that the longitudinal den-
sity distribution has damped oscillatory character in

FIG. 7. Calculated pair-correlation function for bulk liquid G
~solid line!, compared with the measured pair-correlation funct
~LLL, Ref. @28#; 111, Ref. @44#!.

FIG. 8. Transverse pair-correlation function in the liquid-vap
interface of Ga, compared with the measured pair-correlation fu
tion in the interface and in the bulk liquid atT5373 K and density
0.051 23 atoms/Å3. The measured pair-correlation functions in t
Ga liquid-vapor interface and in bulk Ga have been shown to be
same within experimental error~see Ref.@45#!.
e
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liquid-vapor interface, with a maximum density of ord
20% larger than the bulk density. In Fig. 10 we compare
calculated longitudinal density distribution in the liquid
vapor interface of Ga with the distribution inferred from
ray reflectivity measurements by Pershan and co-work
@17–20#. Since the published experimental longitudinal de
sity distribution is given in normalized form, we have no
malized our simulation data to make the comparison sho
Clearly, the locations of the peaks in the longitudinal dens
distribution are well described by the calculations report
but the amplitude of the predicted first peak and the depth
the first trough are somewhat greater than that observed~see
later discussion!. The falloff in density at the outermost edg
of the experimental longitudinal density distribution is dete
mined by the functional form chosen for the fitting; it
somewhat faster than the corresponding falloff in the sim
lated longitudinal density distribution. Overall, we argue th
the agreement between the calculated and observed lon
dinal density distributions is very good. In Fig. 11 we sho
the calculated longitudinal ion core density distribution t
gether with the calculated longitudinal valence electron d

r
c-

e

FIG. 9. Transverse singlet density distribution in the liqui
vapor interface of Ga.

FIG. 10. Calculated~LLL! and observed~—! normalized lon-
gitudinal density distributions in the liquid-vapor interface of G
~experimental data from Ref.@17#!.



n
ll

th
o

er
n
o
le

a
ef
io

a
e

th
e
th

tio

a
al
re

t a

d

ta

th
ol-

has
nt
e

ters
c-

ns,
d-
uc-
uc-
ing
ting
rgy.
re-
xis-
ce
osi-
as

on
vity

n-
c-
of

u-
of
ity
the
an-

he

that

ib-

ve

is
ro-
1.5.
ty

n
to

e
er
we
re-
We

r
ri-

56 7041STRUCTURE OF LIQUID Ga AND THE LIQUID- . . .
sity distribution. We note that the outermost peak in the lo
gitudinal valence electron density distribution is essentia
coincident with the trough between the first two peaks in
longitudinal ion core density distribution, a consequence
the competition between minimization of the Coulomb int
action, which results from coincidence of the electron a
ion core distributions, and the increase in kinetic energy
the valence electrons, which results from the increased e
tron density gradient required by that coincidence.

The character of the agreement between the observed
calculated longitudinal density distributions deserves car
examination. The observed longitudinal density distribut
is certainly partially broadened by long-wavelength therm
excitations ~treated as capillary wave excitations in th
analysis of the experimental data!. Reganet al. @47# have
shown that the effect of an increase of temperature on
longitudinal density distribution in the liquid-vapor interfac
of Ga is to decrease the peak heights without changing
peak widths. They successfully account for this observa
by representing the mean-square displacement of thenth
layer in the form

sn
25ns̄21s0

21
kBT

2pg
lnS qmax

qmin
D , ~4.1!

where s̄ is a measure of the increasing root-mean-squ
displacement as the density approaches the bulk liquid v
and s0 is an intrinsic contribution to the root-mean-squa
displacement; the origin ofs0 is not identified. The capillary
waves that contribute to the mean-square displacemen
assumed to have a largest wave vector that is~modp! the
inverse of the ion diameter and a smallest wave vector
termined by the experimental resolution. Reganet al. obtain
an excellent fit to their experimental x-ray reflectivity da
with s̄50.39360.005 Å ands050.3760.027 Å.

We interpret the temperature independence of the wid
of the peaks in the longitudinal density distribution as f
lows. The Triezenberg-Zwanzig@48# representation of the
surface tension of a pure liquid-vapor interface

FIG. 11. Longitudinal density distribution in the liquid-vapo
interface of Ga~—! and the corresponding electronic density dist
bution ~....!.
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kBT

4 E
2`

`

dz1

dr~z1!

dz1
E dr2

dr~z2!

dz2
~x2

21y2
2!c~r1 ,r2!,

~4.2!

where c(r1 ,r2) is the direct correlation function in the
liquid-vapor interface, shows that the surface tension
contributions from the entire region over which the gradie
of the longitudinal density distribution is nonzero. For th
case of Ga, this region extends about four atomic diame
into the bulk liquid. Translated into the language of the ma
roscopic capillary wave description of surface fluctuatio
the ‘‘effective membrane’’ that characterizes the liqui
vapor interface must be considered to be a multilayer str
ture about four atomic diameters thick. We expect that fl
tuations of the effective membrane will not affect the spac
and parallelism of these layers since to do so implies crea
local variations in the density that increase the free ene
Accepting this picture implies that the capillary wave rep
sentation of surface fluctuations is independent of the e
tence of stratification of the liquid-vapor interface. Sin
each layer in the interface is distributed about a mean p
tion with a width determined by the same interactions
determine the width of the first peak of the pair-correlati
function, we expect both widths to have the same sensiti
to temperature. However, our calculations~see Fig. 6! show
that the pair-correlation function of bulk liquid Ga is inse
sitive to temperature over the range for which x-ray refle
tivity data are available and hence so should the widths
the peaks in the longitudinal density distribution.

The amplitude of the first peak in the simulated longit
dinal density distribution exceeds that inferred from the fit
the chosen functional form to the experimental reflectiv
data by about 10%. This is in the expected direction since
peak amplitude depends on the magnitude of the me
square displacement@Eq. ~4.1!# and the lower limit to the
wave vector of the capillary waves that contribute to t
observed thermal broadening of the macroscopic sample~es-
timated to be 0.0064 Å21! is of the order of 6.6–4.7 times
smaller than the smallest-wave-vector thermal excitation
can be supported by the simulation sample~estimated from
either the edge length (40a0)2150.042 Å21 or the diagonal
length (56a0)2150.030 Å21 of the surface of the simulation
sample; see Fig. 9!. If, following Reganet al. it is assumed
that the maximum-wave-vector capillary wave that contr
utes to the thermal broadening is~modp! the inverse
of the atomic diameter, this difference in smallest wa
vectors implies that the contribution of the term (kBT/
2pg)ln(qmax/qmin) to the mean-square displacement
smaller for the simulation sample than that for the mac
scopic sample used in the experiments by a factor of 1.9–
At 300 K, using the known resolution of the x-ray reflectivi
experiments and the values ofs̄ ands0 given in Ref.@47#,
Eq. ~4.1! yieldss1

250.779 Å2; the corresponding calculatio
for the simulation sample, using the size of the sample
estimate the smallest contributing wave vector, yieldss1

2

50.549 or 0.617 Å2. Then the height of the first peak in th
simulated longitudinal density distribution should be larg
than that observed by 26% or 18% instead of the 10%
find. We suspect that this discrepancy is a signature of
sidual inaccuracy of the pseudopotential we have used.
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note that, using this pseudopotential, the amplitude of
first peak in the bulk liquid pair-correlation function
smaller than that observed by about 5%, an error that i
the same direction as inferred for the difference in predic
and observed amplitudes of the first peak in the longitud
density distribution in the liquid-vapor interface.
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